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Abstract In this paper, a system consisting of a network
of machines with random breakdown and repair times
is considered. The machines in this system can be in
one of four states: operational, in repair, starved, and
blocked. Failure and repair times of the machines are
exponentially distributed. Previous research on multi-
machine failure-prone manufacturing systems (FPMS)
has focused on systems consisting of machines in series
or in parallel. This paper considers a network of ma-
chines with relationship constraints. Additionally, the
system under study models work in process for multiple
products, intermediate and final buffers and one type of
final product. The demand rate for the final commodity
is constant and unmet demand is either backlogged or
lost. The objective of this control problem is to find the
production rates and policies of the different machines
so as to minimize the long run average inventory and
backlog cost. The applied control policy is the hedging
point policy that is determined by factors representing
the level of buffer inventory for each machine. Ob-
taining analytical solutions is generally impossible for
such complex systems. To simultaneously control the
production rates of the machines we have therefore

S. M. Sajadi · M. M. Seyed Esfahani (B)
Department of Industrial Engineering,
Amirkabir University of Technology, Tehran, Iran
e-mail: msesfahani@aut.ac.ir

S. M. Sajadi
e-mail: msajjadi@aut.ac.ir
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developed a method based on a combination of stochas-
tic optimal control theory, discrete event simulation,
experimental design and automated response surface
methodology (RSM). The application of an automated
RSM for Network FPMS is another contribution of this
paper. The model can be extended easily to systems
with age-dependent failure rates, a preventive repair
maintenance policy and non-exponentially distributed
up and down times.
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1 Introduction and literature review

Failure-prone manufacturing systems (FPMS) have
been formulated as a stochastic optimal control prob-
lem by Older and Souri [1] and later motivated by
the pioneering work of Kimemia [2] and Kimemia and
Greshwen [3]. Based on Rishel’s work [4], the authors
showed that the optimal control policy of a FPMS
has a special structure called the hedging point policy
(HPP). In such a policy, an optimal inventory level is
maintained when excess production capacity is avail-
able in order to hedge against future capacity shortage
caused by machine failures. If the current inventory
level exceeds the optimal inventory level, the machine
should not produce at all; if it is less, it should produce
at the maximum rate. If the inventory level is exactly
equal to the optimal level, the machine should produce
just enough to meet demand. Akella and Kumar [5]
find the exact analytical solution for a simple FPMS
with only one machine, one product and exponentially
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distributed failure and repair times. The objective of
the proposed problem is the expected discounted cost.
Bielecki and Kumar [6] present the optimal production
policy for such a system so as to minimize the long run
average expected cost incurred per unit of time. They
show that the optimal inventory level can be zero under
special conditions. Sharifnia [7] solves the single prod-
uct FPMS with an arbitrary number of machine states
(failure modes). Xie [8] considers discrete-time FPMS
and obtains an analytical solution when the production
capacity is exactly equal to twice the demand rate.
Kenne et al. [9] present—for the first time—a combina-
tion of an analytical and a simulation approach. Their
paper deals with stochastic demand and lot size, and
age-dependent production and failure rate of the ma-
chine. Later a modified version of the HPP called age-
dependent hedging point policy is presented by Kenne
and Gharbi [10]. Experimental design is used to prove
the significance of the control variables with respect to
the dependent variable or the incurred cost. Mourania
et al. [11] address the optimization of a continuous-
flow model of a single-stage, single-product manufac-
turing system with constant demand and transportation
delay from the machine to the inventory. Kenne et al.
[12] provide optimality conditions for simple FPMS in
which all unmet demand is lost when the safety stock
is consumed during machine breakdown. Their new
control policy for preventive maintenance and related
age-dependent repair is called multi threshold levels
HPP. All of the papers mentioned above present simple
models of FPMS that have only one machine, different
objective functions, continuous or discrete time and
Markovian or Non-Markovian distribution functions
for failure and repair times.

A second group of papers has focussed on exten-
sions of these models, with FPMS that have multiple
machines and/or products. For two machines and one
product, Boukas and Young [9] extend the approach
in which the failure rate of a machine depends on its
age. They present a numerical scheme restricted to
small size systems and show that the HPP remains valid.
Presman et al. [14] consider a two-machine flow shop
with the objective to minimize the long run average
inventory/backlog and production cost. They develop
a theory of dynamic programming in terms of the
method. Ching [15] studies a discrete inventory model
for FPMS in tandem (m series machine). In this model,
one type of product is produced and demand is assumed
to be Poisson distributed. The production time for one
unit of product in each machine is exponentially dis-
tributed. A Markov Modulated Poisson Process is used

and the system is solved using a numerical approxima-
tion method. The system with m parallel non-identical
machines producing n different part types is simulated
by Gharbi and Kenne [16]. Further information about
this work can be found in Gharbi and Kenne [17].

In all of the former multi-machine FPMS, only
machines in series or in parallel are considered. In
this paper a network of multiple non-identical ma-
chines with relationship constraints between them is
presented. Each intermediate machine produces one
kind of product (WIP) assembling and/or operating on
units of previous work-in-process. Production is strictly
forward-flowing and discrete. One machine produces
the final commodity to meet the constant demand rate
facing the system. The stochastic nature of the system
is due to machines that are subject to random break-
downs and repairs. Time between failures (TBF) and
time to repairs (TTR) are assumed to be exponentially
distributed variates with different parameters. When-
ever a breakdown occurs, corrective maintenance is
performed during a random amount of time (TTR)
to restore the machine to its operational mode. When
a machine is operational, its demand is met from the
safety stock of the intermediate buffers that precede
it. Demand for the final commodity is met from the
final buffer or backlogged. However, when the backlog
amount exceeds a given amount, demand is lost. Inter-
mediate WIP cannot be backlogged, and when demand
for an intermediate product cannot be met, the machine
that requires this product is starved.

In the existing literature two kind of objective func-
tions are commonly found. Some authors use ex-
pected discounted cost (e.g. Akella and Kumar [5])
while others consider expected long run average inven-
tory/backlog cost (e.g. Bielecki and Kumar [6]). The ob-
jective of the control problem in our research is to find
the optimal production rates of all machines so as to
minimize the long run average total inventory/backlog
cost in all of the intermediate and final buffers. Produc-
tion planning of FPMS is a complex stochastic control
problem. The optimal control policy for such a system
has been proved to be the solution of a set of coupled
Hamilton–Jacobi–Bellman (HJB) equations [4] which
are too complex to solve analytically. A possible way of
coping with this difficulty is to develop heuristic meth-
ods based on a reduction of the size of the considered
control problem. In the existing literature two different
approaches can be commonly found [16]:

– The hedging point policy
– The singular perturbation method
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For further details on these concepts we refer the
readers to Boukas, and Hauri [18] and Kokotovic et al.
[19]. In this paper we will first define the structure of
the optimal control policy. Based on this structure, we
will extend the production rates control model (HPP)
presented in Kenne et al. [10] and Xiaolan Xie [8]
in order to determine the control policy in a network
FPMS including multiple non-identical machines with
relationship constraints and discrete production flow.
The resulting structure is described through a set of
inventory levels (Input Factors). These inventory levels
are used as inputs for the simulation model. For each
combination of parameters the total cost incurred is
obtained. By combining this discrete simulation model
with statistical optimal control theory, experimental
design and response surface methodology (RSM), an
approximation of the optimal control policy and of
the optimal values of the input factors is determined.
The application of such an approach is motivated by the
works of Gharbi and Kenne [17] and Kenne and Gharbi
[12]. Stochastic objective functions with unknown vari-
ance, like the ones encountered in our problem, need
a different approach in order to find good solutions.
We have applied for the first time the framework of
RSM for FPMS that is presented by Neddermeijer
et al. [20], including restart procedures to improve
it. The results of this method show that considerable
improvement over the proposed setting in the existing
RSM literatures can be obtained [21]. The remainder
of the paper is organized as follows. In Section 2, we
present the notation and the problem statement of the
considered production planning problem for a network
of FPMS. The properties of the objective function and
the approximation of the optimal control policy for
suitable values of the parameters are given in Section 3.
The control approach and logic of the simulation model
is described in Sections 4 and 5. In Section 6, the
experimental design approach and automated response
surface methodology are outlined. A numerical exam-
ple is presented in Section 7 while Section 8 concludes
the paper.

2 Notation and problem statement

Throughout this article, we use the following abbrevia-
tions, acronyms, and notations:

FPMS Failure-prone manufacturing system
TBF Time between failures
TTR Time to repair

HPP Hedging point policy
ARSM Automated response surface methodology
CCD Central composite design
Mi Machine i
Bi Buffer next to (following) machine i
m Number of machines/products
d Constant demand rate for final commodity

(in number of units per time unit)
C+

i Inventory holding cost per unit of time for
product i, 1 ≤ i ≤ m

C−
i Penalty cost per unit of unmet demand for

product i, i = m
μi Mean time to breakdown of machine i
λi Mean time to corrective maintenance of ma-

chine i
ui(t) Production rate of machine i, 1 ≤ i ≤ m
u(t) Control policy vector
ζi(t) Stochastic capacity process of the machine i

at time t
xi(t) Inventory level/backlog for buffer i at time t
K Threshold of lost sales for final commodity
J(t) Expected long run average cost (Inven-

tory/Backlog) function
Lij Number of items of product i that is con-

sumed by machine j to produce one unit of
product j (i < j)

Zi Inventory threshold level parameter of buffer
i

λi
αβ Transition rate of machine i from state α to β

As illustrated in Fig. 1, the system under study con-
sists of a network of m non-identical machines pro-
ducing m part types comprising m − 1 work-in-process
types and one final commodity. Each machine j creates
one kind of part by operating and/or assembling L(i)(j)

number of parts produced by machine i. Each machine
has a maximum production rate umax

i with

umax
i >

∑
Lijumax

j ∀ j > i, i �= m
umax

m > d
(1)

Fig. 1 Network failure-prone manufacturing system
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Let u(t) be the vector of production rates. The set
of feasible control policies of process ζi(t) is such that
u(t) ∈ K(α). This set is given by Eq. 2

K(α) = {
u(t) ∈ Rm, 0 ≤ ui(t) ≤ umax

i , 1 ≤ i ≤ m
}

(2)

There are m − 1 intermediate buffers (Bi, 1 ≤ i ≤
m − 1), one buffer following each machine and finished
goods are put into a final output stock Bm. Produc-
tion is discrete and strictly follows a forward direction
(L ji = 0 for all i < j). Machine m produces the final
commodity to meet the constant demand rate d facing
the system. We assume that the first machine (M1)

is never starved and the last machine (Mm) is never
blocked. Let xi(t) be the inventory/backlog of produced
parts i and let ζi(t) be the stochastic Markov process
which describes the state of machine Mi at time t . The
dynamics of the system can then be described in terms
of the states of the machines and the stock levels.

Machine states The operating mode of machine i at
time t, can be described by variable ζi(t) with values in
B = {0, 1} where

ζi(t)

=
{
0 if machine i is under corrective maintenance
1 if machine i is in use or idle (starved or blocked)

(3)

Let λi
αβ be the transition rate of machine i from

state α to state β. The following equations describe
statistically the dynamics of the machine state.

P[ζi(t + δt) = β|ζi(t) = α]

=
{

λi
αβδ(t) + O(δt) if α �= β

1 + λi
αβδ(t) + O(δt) if α = β

(4)

with

λi
αβ ≥ 0, λi

αα = −
∑

β

λi
αβ, β �= α ∈ B

and

lim
t→0

O(δt)
δt

We assume that the transition rates λi
αβ are constant.

Stock dynamics The state equations of the stock levels
are given by:

xi(t) =
∫

t
(ui(t) −

∑

i< j

L(i)(j)u j(t))dt xi(0) = x0
i

xm(t) =
∫

t
(um(t) − d(xm(t))dt xm(0) = x0

m

d(xm(t)) =
{

d if xm(t) ≥ − K
0 otherwise

(5)

Where x0
i is a given initial stock and xi(t) represents

the (integer) stock level of buffer i at time t and

−K ≤ xm(t) ≤ Zm

0 ≤ xi(t) ≤ Zi i �= m
(6)

Each machine has a capacity constraint ensuring that
the production rate does not exceed a given value umax

i
when the machine i is operational. We then have:

ui(t) ∈
{ {0} if ζi(t) = 0[

0, umax
i

]
if ζi(t) = 1

(7)

Our objective is to control the production rates so as
to minimize the expected long run average cost includ-
ing holding cost and shortage cost. The cost function is
given by

J(α, x, u)

=
m∑

i=1

{

lim
T−→∞

1
T

E
∫ t

0

[
C+

i (t)x+
i (t) + C−

i (t)x−
i (t)

]
dt

}

X(0) = X0 ζ(0) = 1 (8)

subject to the constraints in Eqs. 1–7 where C+
i and

C−
i represent the holding cost per unit for positive

inventory or the backlog cost per unit, respectively,
x+

i (t) = max(xi(t), 0),x−
i (t) = max(−xi(t), 0) . The value

function of such a problem is

υ(α, x) = min
u∈K(α)

J(α, x) (9)

The properties of the value function and also an
approximation of the optimal control policy are given
in next section.

3 Approximate control policy

The combination of an experimental design approach
and response surface methodology using simulation ex-
periments has been shown to be a useful tool to control
FPMS [12]. The purpose of this paper is to combine
such simulation-based models with the modified HPP
as described by Xie [8] for the case of a discrete-time
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network of FPMS, one-machine and single commodity
with constant demand rate. In the following we extend
the modified HPP presented by Xie [8] to a network of
FPMS with multiple non-identical machines and con-
nections between them. The machines in our model are
non-identical in the sense that the production/transition
rates are different. The HJB equations describe opti-
mality conditions of the control problem for a failure-
prone manufacturing system like our model. In this
problem xi(t) is a discrete stochastic variable, which
causes an additional increase of the complexity of these
equations. The complexity of the proposed approach
is well illustrated in a situation where the optimal
production control problem can be solved analytically
only for very simple system like one-machine, one-type
of product [5, 8]. Given the complexity of the HJB
equations for the proposed model, the objective of this
paper is not to solve them analytically but to exper-
imentally determine the parameters of the modified
hedging point policy which gives the best approxima-
tion of the value for u(t). The optimal control policy of
the production planning problem formulated above can
be approximated by a single threshold surplus level Zi

such that for the intermediate buffer

ui �=m(t) =
⎧
⎨

⎩

0 i f xi(t) > Z ∗
i

umax
i i f xi(t) + umax

i < Z ∗
i

Zi − xi(t) otherwise

(10)

and for the final commodity

um(t) =
⎧
⎨

⎩

0 i f xm(t) − d > Z ∗
m

umax
m xm(t) + umax

m − d < Z ∗
m

Zm − xm(t) + d otherwise

(11)

We extend the concept to multiple non-identical
machines in a network. We modify the production rates
for each machine Mi in discrete time after they have
produced one unit of part i or at the end of a constant
period (umax

i )−1. The modified hedging point policy
defined by Eqs. 10 and 11 is completely determined by
the values of Zi for i = 1, 2, ..., m, which we therefore
call the design factors. To find the optimal control pol-
icy, we need to determine the values of Zi that result in
the best value of υ(α, x) given by Eq. 9 . To achieve this,
simulation experiments and response surface method-
ology are used to approximate the relationship between
υ(α, x) and Zi. It is from this estimated function that
the corresponding optimum values of Zi are obtained.

This leads to an m-factor problem. The experimental
design problem with m factors, each one having three
levels, becomes difficult to solve for large m Gharbi and
Kenne [17]. For a one-order model a 2m design (instead
of 3m) augmented with center points is an excellent way
to obtain an approximation of the response function
[22]. It allows one to keep the size and complexity of the
design low and simultaneously obtain some protection
against curvature. In addition the two-level design can
be augmented with axial runs so as to obtain a central
composite design (CCD) for the second-order in the
RSM, for which curvature is important. This sequential
strategy of experimentation is far more efficient than
running a 3m factorial design with quantitative factors
[22]. The control approach and the simulation model
logic is described in Section 4.

4 Control approach

The results from traditional methods of planning in
the environment of the FPMS are not sufficient to
reach a comfortable level of desired performance. To
improve these methods, we augment the descriptive
capacities of conventional simulation model by using
both analytical and simulation methods. The resulting
structure is depicted in Fig. 2.

1. The control problem statement of the network-
FPMS, as described in Section 2, consists of the
representation of the production planning through
a stochastic optimal control model based on control
theory. Hence, the problem of determining the op-
timal values of the control variables is described in
this first step, which contains a specification of the
objective of the study. That objective is to find the

Control Problem Statement of
Network-FPMS

Control Problem Formulation

Simulation Model

Design of Experiments

Automated RSM

First-Order Approximation

Second-Order Approximation

Stop

Stop

Near Optimal Control Policy

R
estart

Fig. 2 Proposed control approach
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control variables ui(t) called the production rates
in order to improve the related output (i.e. the
incurred cost).

2. The aim of the control problem formulation block
is to develop a mathematical representation of the
system based on some simplified hypotheses. By
applying an analytical approach, the structure of a
feedback control policy is derived. Such a policy
is parameterized by several factors and is consid-
ered as an input of the simulation model. The cost
related to each entry, given by values of input
factors, is defined as the output of the simulation
model.

3. The simulation model presented in Section 5 uses
the near optimal control policy defined in the pre-
vious step as input in order to evaluate the perfor-
mance of the manufacturing system.

4. In this step we design experiments to define how
the control factors can be varied in order to de-
termine the effects of the main factors and their
interactions on the cost through a minimal set of
simulation experiments. For this purpose we use
a regression approach in an analysis of variance
(ANOVA) framework [22]. Adequate regression
models (first-/second-order models) are later used
to apply an Automated RSM method as presented
by Neddermeijer et al. [20] and Nicolai et al. [21].

5. The automated response surface methodology is
then used to obtain an approximation of the re-
lationship between the incurred cost and the sig-
nificant main factors and their interactions. The
obtained regression model is optimized in order to
determine the best values of the production rates
Zi. Because the RSM should be precise and fast, we
use the Automated RSM including building blocks,
strategic moves, stopping rules and a restarting
algorithm.

6. From this estimated relation, the optimal values
of the input factors, called Z ∗

i , are determined by
performing a canonical analysis. The hedging point
policy u(Z∗) determined in this way can be applied
to the Network-FPMS.

5 Simulation model

A discrete event simulation model that describes the
dynamics of the system is developed using the Visual
SLAM language [23]. In order to obtain the cost of the
system for a given set of input factors Zi the behavior
of the system is simulated following the simulation
model described in Fig. 3 (for a Network-FPMS with

Beginning

Initialization1 Costumer Arrival
Final Commodity Demand

7

2

3

5

6

Control Policy

Final Good Production
Inventory Update

WIP & Final Product

Update Incurred CostProduction Network

M1

M2

Mi

Mm

End

Time >T

F
ailure

&
R

epair
M

aintenance

Yes

4

Fig. 3 Diagram of the simulation model

m = 4 machines). The different building blocks of the
simulation model are the following:

1. The initialization block sets the variables (produc-
tion machine rates, holding and shortage inventory
cost, production coefficient, demand rate, etc.) to
their initial values

2. The customer arrival block generates the arrival of
a customer (demand) for a unit of the final product
each d−1 unit of time.

3. The control policy block is defined in Section 3 (see
Eqs. 10 and 11). The control policy is given by the
output of the inventory update block. This block
permanently sends signals to verify the variation in

Fig. 4 Trajectory of stock of final product (negative stock repre-
sents a backlog)
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Fig. 5 Average total cost

the stock/shortage levels xi(t) . If the final commod-
ity backlog is equal to K, the demand is lost.

4. As its name suggests, the inventory update block
(work in process or final product) updates inven-
tories when a unit is produced or when a unit of de-
mand for the final product occurs. The results of the
simulation model for a Network-FPMS with four
machines, three types of work in process, one type
of final good, and using the control policy described
by Eqs. 10 and 11 for Z1 = 60, Z2 = 20, Z3 = 10,
Z4 = 10, K = 30, l12 = 3, l23 = l14 = 2, l13 = l24 =
l34 = 1 are illustrated in Fig. 4 for the final prod-
uct stock trajectory. The inventory level decreases
during repair or lack of raw material (here as WIP)
caused by breakdowns of intermediate machines.

5. The f inal good production block performs the pro-
duction of finish goods with support of produc-
tion network block. In fact a chain of connected
machines comprise multi-intermediate buffers and
multi-type parts, produce a final good to meet the
demand.

6. The failure–repair block performs two functions. It
defines the TBF and TTR for each machine inde-
pendently. As mentioned, the breakdown and re-
pair times are exponentially distributed with mean
μi and λi, respectively.

7. The block update the incurred cost calculates the
cost of inventory and backlogs for all of the buffers.
A warmup period T was defined to ensure that the
total cost is measured in steady state. The value
of T was chosen after a pilot study (Fig. 5) that
showed that T = 11,000 is sufficiently large. We
perform five replications of the simulation model.

6 Experimental design and Automated RSM

The objectives of the experimental design and Auto-
mated RSM are to determine whether the input factors

affect the response factor and to estimate the relation-
ship between the cost and significant input factors using
design of experiments (DOE) and Automated RSM.
RSM is an optimization tool that was introduced in the
early 1950s by Box and Wilson [24]. It is a collection of
mathematical and statistical techniques that is useful to
approximate and optimize stochastic functions. Using
regression analysis based on a number of observations
of the stochastic objective function, the best local solu-
tion is determined together with a search direction for
possible improvement. To this end, the stochastic func-
tion is evaluated in an arrangement of points referred to
as an experimental design. In a manual setting the user
can interfere in the optimization process according to
his/her personal intuition and insight. In an Automated
RSM optimization exercise the settings of the algorithm
are fixed in a systematic manner. The algorithm reads
the input, performs a systematic search for a (local)
optimum and reports the optimum back to the user.
Designs for fitting a response surface are called re-
sponse surface designs. These designs will be discussed
in the following steps. Automated RSM is a sequential
procedure. Often we are at a point on the response
surface that is remote from the optimum, there is little
curvature in the system and the first-order regression
model will be appropriate. Our objective here is to go
rapidly and efficiently along a path of improvement to-
ward the general vicinity of the optimum. Once the re-
gion of the optimum has been found, a more elaborate
second-order model is employed. In the following we
set the best settings for such an Automated RSM based
on work of Nicolai et al. [21] and Neddermeijer [20].
The statistical analysis of the simulation data is done
by using the statistical software application, SAS, to
provide coefficients of regression models and adequate
statistical tests of these models.

The following steps outline the automated RSM al-
gorithm that we use to determine the optimal values of
the control parameters.

Step 1. Approximate the response surface function
locally by a first-order model given by

y = β0 +
m∑

i=1

βi Zi + ε (12)

This design is used to estimate coefficient βi

and is evaluated once in the 2m points of a two-
level full factorial design and five times in the
center point of the current region of interest.
For the advantages of this design we refer the
readers to the Nicolai et al. [21] and references
therein. Go to step 2.
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Step 2. Test the first-order model for adequacy. A test
for lack of fit and a test for significance of
regression are performed. The test for lack of
fit is a joint test for interaction between factors
as well as for curvature. All statistical tests are
performed at a significance level of 5%. If the
first-order model is inadequate, go to step 3
otherwise, go to step 4.

Step 3. Solve the inadequacy of the first-order model.
If the first-order model is inadequate, there
is some evidence of curvature or interaction
between the factors in the current region of
interest, or the regression coefficients are all
cannot be discerned from zero. If this occurs
during the first optimization exercise, shrink
the region of interest with 50% and go to
step 1 otherwise, go directly to step 5 and
approximate the response surface function by
a second-order model.

Step 4. Perform a line search in the direction of
steepest descent. If the first-order model is
accepted, then it is used to determine the
direction in which most improvement of
the simulation response is expected. The
steepest descent direction is given by b =
(b 1, b 2, ..., b m). Parameters bi are estima-
tors for βi obtained in step 1 and are sig-
nificantly different from zero. Increments
(	Z1, 	Z2, . . . , 	Zm) along the direction of
steepest descent are chosen with

	Zi = bi

b j
b j = max |bi| (13)

End the line search when 3 consecutive
observed values of the simulation response
functions are higher than the preceding ob-
servation (3-in-a-row stopping rule). From the
previous points in the research line that one
has minimum value function set as a new cen-
ter point of the current region of interest, then
go to step 1.

Step 5. Approximately, the response surface function
locally by a second-order model. The second-
order model is given by

y = β0 +
m∑

i=1

βi Zi +
m∑

i=1

βi,i Z 2
i

+
m∑

i=1

m∑

j>i

βijZi Z j + ε (14)

The regression coefficients of the second-
order model are again determined by using
regression analysis applied to observations
performed in an experimental design. The
class of second-order designs is the CCD.
Generally, the CCD consist of a 2m factorial
(or fractional factorial resolution V), 2m axial
runs and 2nc center runs. This design can be
easily constructed by augmenting the factorial
design that was used for estimating the first-
order model in step 1 (Montgomery [22]). Go
to step 6.

Step 6. Test the second-order model for adequacy.
A second-order model should be tested for
the presence of lack-of-fit. If the second-order
model is inadequate, go to step 7 otherwise, go
to step 8.

Step 7. Solve the inadequacy of the second-order
model. If the second-order model is found
to be inadequate, we assume that the region
of interest is too large. We then shrink the
region of interest with 50% and go to step 5,
otherwise go directly to step 8. In RSM it is not
customary to fit a higher than second-order
polynomial.

Table 1 Factorial design (24) and response values for fitting the
first-order model

Z1 Z2 Z3 Z4 Coded variables Y

X1 X2 X3 X4

61 21 11 11 +1 +1 +1 +1 1, 211.47
61 21 11 9 +1 +1 +1 −1 1,250.56
61 21 9 11 +1 +1 −1 +1 1,244.08
61 21 9 9 +1 +1 −1 −1 1,281.82
61 19 11 11 +1 −1 +1 +1 1,224.62
61 19 11 9 +1 −1 +1 −1 1,262.85
61 19 9 11 +1 −1 −1 +1 1,257.09
59 19 9 9 +1 −1 −1 −1 1,297.44
59 21 11 11 −1 +1 +1 +1 1,216.68
59 21 11 9 −1 +1 +1 −1 1,255.39
59 21 9 11 −1 +1 −1 +1 1,246.55
59 21 9 9 −1 +1 −1 −1 1,284.56
59 19 11 11 −1 −1 +1 +1 1,228.89
59 19 11 9 −1 −1 +1 −1 1,266.82
59 19 9 11 −1 −1 −1 +1 1,259.97
59 19 9 9 −1 −1 −1 −1 1,298.03
60 20 10 10 0 0 0 0 1,253.91
60 20 10 10 0 0 0 0 1,315.18
60 20 10 10 0 0 0 0 1,245.80
60 20 10 10 0 0 0 0 1,292.50
60 20 10 10 0 0 0 0 1,251.08
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Table 2 ANOVA for the
first-order model

Source DF Sum of squares Mean squares F-ratio P value N/S

Model 4 10,402.3374 2,600.5843 8.72 0.0006 Significant
Z1 1 56.0152 56.0152 0.19 0.6705 Not significant
Z2 1 644.9746 644.9746 2.16 0.1608 Not significant
Z3 1 3,882.8269 3,882.8269 13.02 0.0024 Significant
Z4 1 5,818.5208 5,818.5208 19.51 0.0004 Significant

Residuals 16 4,771.6399 298.2275
Interaction 1 0.6982 0.6982 0.00 0.9599 Not significant
Pure quadratic 1 1,031.3583 1,031.3583 3.86 0.0696 Not significant
Pure error 14 3,739.5833 267.1131

Total 20 15,173.9772

Step 8. Perform canonical analysis. Canonical analy-
sis is used to determine the location and the
nature of the stationary point of the second-
order model. The estimated second-order ap-
proximation can be written as follows:

ŷ = β0 + X′b + X′BX (15)

Where

B =

⎛

⎜
⎜
⎜
⎝

b 11 b 12/2 · · · b 1m/2
b 22 · · · b 2m/2
. . .

...

Sym b mm

⎞

⎟
⎟
⎟
⎠

(16)

The stationary point S of the second-order polyno-
mial is determined by

X∗
S = −1

2
B−1b (17)

If all eigenvalues of B are positive, then the quadratic
surface has a minimum at the stationary point XS. In
this state, it could be useful to explore a region around
this minimum with a new second-order approximation,
therefore go to step 5. If the eigenvalues are mixed in
sign, then the stationary point S is a saddle point. It

Fig. 6 System cost along the path of steepest descent

means the optimum is still located far away from the
current region of interest. In this case, approximating
this region with a first-order model and consequently
performing a line search would be preferable, so go to

Table 3 The CCD design and response values for fitting the
second-order model

Z1 Z2 Z3 Z4 Coded variables Y

X1 X2 X3 X4

61 21 35.51 41 +1 +1 +1 +1 777.59
61 21 35.51 39 +1 +1 +1 −1 781.51
61 21 33.51 41 +1 +1 −1 +1 782.00
61 21 33.51 39 +1 +1 −1 −1 785.84
61 19 35.51 41 +1 −1 +1 +1 783.85
61 19 35.51 39 +1 −1 +1 −1 789.76
61 19 33.51 41 +1 −1 −1 +1 788.14
59 19 33.51 39 +1 −1 −1 −1 793.66
59 21 35.51 41 −1 +1 +1 +1 780.55
59 21 35.51 39 −1 +1 +1 −1 785.94
59 21 33.51 41 −1 +1 −1 +1 783.87
59 21 33.51 39 −1 +1 −1 −1 788.20
59 19 35.51 41 −1 −1 +1 +1 789.64
59 19 35.51 39 −1 −1 +1 −1 794.66
59 19 33.51 41 −1 −1 −1 +1 791.64
59 19 33.51 39 −1 −1 −1 −1 796.23
62 20 34.51 40 +2 0 0 0 782.93
58 20 34.51 40 −2 0 0 0 788.59
60 22 34.51 40 0 +2 0 0 779.61
60 18 34.51 40 0 −2 0 0 794.83
60 20 36.51 40 0 0 +2 0 783.43
60 20 32.51 40 0 0 −2 0 789.12
60 20 34.51 42 0 0 0 +2 782.16
60 20 34.51 38 0 0 0 −2 791.57
60 20 34.51 40 0 0 0 0 664.94
60 20 34.51 40 0 0 0 0 762.88
60 20 34.51 40 0 0 0 0 748.98
60 20 34.51 40 0 0 0 0 781.72
60 20 34.51 40 0 0 0 0 734.15
60 20 34.51 40 0 0 0 0 731.50
60 20 34.51 40 0 0 0 0 741.59
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Table 4 ANOVA for the
complete second-order model

Source DF Sum of squares Mean squares F-ratio P value N/S

Model 14 13,598.0492 971.29 1.93 0.1044 Not significant
Residuals 16 8,062.2094 503.89
Total 30 21,660.2587

the step 1. The Automated RSM is stopped at this step
when one of the following stopping rules occurs:

1. The estimated response value does not improve
sufficiently anymore

2. A fixed maximum number of simulations have been
performed

3. The input factor values Zi do not change anymore

To escape from a non-optimal region, restart the
algorithm as soon as the algorithm is stopped by one
of the above stopping criteria using the new starting
point. Because the algorithm cannot escape from a non-
optimal region when the size of the region of interest
is too small, reset the size of the region to its initial
value. In all optimization runs the best solution should
be remembered.

7 Numerical example

For the numerical example experiment in this section,
the following values are used: d = 2, m = 4, umax

1 = 48,
umax

2 = 12, umax
3 = umax

4 = 4, K = 30,l12 = 3, l23 = l14 =
2, l13 = l24 = l34 = 1, C+

1 = 1, C+
2 = 3, C+

3 = 6, C+
4 = 10,

C−
4 = 100, μi = 23, λi = 5. The first center point of the

current region of interest is Z1 = 60, Z2 = 20, Z3 =
10, Z4 = 10. We use a 24 factorial design augmented
with five center points, presented in Table 1. Five
replications (response evaluation) were conducted for
each combination of the factors. Table 1 also shows
the average of responses for these evaluations in the
yield column. The process variables of interest are the
inventory hedging points (Zi). The total inventory cost
of the FPMS at this point is 1271.69 units of money
per unit of time. Statistical analysis was done using
the SAS statistical software application. We use the

following first-order model to construct the path of
steepest descent.

ŷ = 1, 844.88 − 1.87Z1 − 6.35Z2 − 15.58Z3 − 19.07Z4

(18)

Before exploring along the path of steepest descent,
the adequacy of the first-order model is investigated.
The analysis of variance for this model is summarized
in Table 2. Both the interaction and quadratic curvature
checks are not significant, whereas the F-test for overall
regression is significant. At this point, we therefore
have no reason to question the adequacy of the first-
order model.

Table 2 shows that only regression coefficients b 3

and b 4 are significantly different from zero. Therefore
the steepest descent direction is (0, 0, 15.58, 19.07). To
move away from the design center point along the
path of steepest descent, we move 	Z3 = −15.57/ −
19.07 = 0.82 units in the Z3 direction for every 	Z4 =
−19.07/ − 19.07 = 1 units in the Z4 direction while
	Z1 = 	Z2 = 0. We compute points along this path
and observe the yields at these points until 3 consecu-
tive observed values higher than the preceding observa-
tion are noted. Figure 6 plots the total inventory system
cost along the path of steepest descent. Decreases in
the response of the model are observed up to 30th step
with coordinates of (60, 20, 34.51, 40) and a response
value of 644,94, where 3 consecutive steps beyond this
point result in an increase in yield. The response value
decreases more than 52 percent at this new point com-
pared to the starting point of 1271.69.

Analysis of variance implies that the new first-order
model around the new point (60, 20, 34.51, 40) is not
adequate. This means that the curvature and interac-
tion are found to be quite evident and a new steepest
decent procedure will certainly soon be truncated [25].

Table 5 ANOVA for the
second-order model (without
interaction effects)

Source DF Sum of squares Mean squares F-ratio P value N/S

Model 8 13,591.1471 1,698.89 4.63 0.0020 Significant
Residuals 22 8,069.1116 366.78
Lack of fit 15 10.2411 0.68 0.00 1.0000 Not significant
Pure error 7 8,058.8705 1,151.27

Total 30 21,660.2587
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At this point we are interested in finding optimum con-
ditions through the use of a fitted second-order model.
To apply a second-order model to this new region, we
augment the 2(m=4) factorial design with nc = 7 central
runs and 2(m = 4) = 8 axial runs with α = ±2. α is
the distance of the axial points from the design center.
Table 3 shows this design and related response values.
This CCD is rotatable and provides equal precision
of estimation in all directions [22, 25]. The results of
ANOVA for a complete second-order model (Eq. 14)
and a second-order model without interaction are sum-
marized in Tables 4 and 5.

The overall regression F-test for the second-order
model without interaction is significant whereas a lack-
of-fit test is non-significant so the following regression
model is adequate.

ŷ = 83,556.62 − 1,446.28Z1 − 499.99Z2 − 841.33Z3

− 987.52Z4 + 12.04Z 2
1 + 12.40Z 2

2

+ 12.17Z 2
3 + 12.31Z 2

4 (19)

From Eq. 17 the stationary point is

X∗
S = −1

2
B−1b =

⎛

⎜
⎜
⎝

60
20
35
40

⎞

⎟
⎟
⎠ (20)

Fig. 7 Contour plots in terms of the control variables

The canonical analysis characterizes the response
surface. The eigenvalues of B related to Eq. 19 are

Eigenvalues =

⎛

⎜
⎜
⎝

12.04
12.40
12.17
12.31

⎞

⎟
⎟
⎠ (21)

Because all of the eigenvalues of B are positive, we
conclude that the stationary point (60, 20, 35, 40) is a
minimum. The expected long run average cost at the
minimum point is J∗ = 665 . We restart the algorithm
for the different starting points and present the best
response in all of optimization runs as a numerical ex-
ample. Figure 7 shows contour plots in terms of control
variables Zi .

8 Summary and concluding remarks

In this paper we have extended the concept of HPP to
a network-FPMS consisting of multiple machines, mul-
tiple products and multiple buffers with restrictions on
the feeding materials. The proposed approach for solv-
ing this more complex problem is based on a combina-
tion of analytical experiments, experimental design and
automated RSM. In the automated RSM we have used
a two-level factorial design, augmented with center and
axial runs (CCD). This design can be easily constructed
by augmenting the factorial design that was used to
estimate the first-order model. This design allowed to
reduce the number of simulation runs required. In the
future, we plan to extend the results of this paper to the
control of network-FPMS with age dependent failure
rates, preventive repair maintenance policy and non-
exponential distribution break down/repair times.
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